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Abstract

A current challenge in augmented reality applicationsis
the accurate superimposition of synthetic objects on real
objects within the environment. This challenge is height-
ened when the real objects are in motion and/or are non-
rigid. In this article, we present a robust method for real-
time, optical superimposition of synthetic objects on dy-
namic rigid and simple-deformable real objects. Moreover,
we illustrate this general method with the VRDA Tool, a
medical education application related to the visualization
of internal human knee joint anatomy on a real human knee.

1. Introduction

A significant challenge in AR applications is the correct
superimposition of synthetic objects on real objects within
the environment. Real and synthetic objects must be placed
into register, that is, spatial coincidence, from a common
reference. The superimposition becomes more challenging
when the real objects are moving. In general, real objects
are considered rigid with respect to tracking, but this rep-
resents only a subset of the possibilities; the real objects in
the environment may be non-rigid.

The contribution of this article is to present a method
for dynamic superimposition that is robust, accurate,
interactive-speed, and applicable to rigid and simple-
deformable real objects. The method presented is applied
to the Virtual Reality Dynamic Anatomy (VRDA) Tool, a
visualization system developed for the study of complex
joint motions [27]. Furthermore, the method presented here
is applicable to other areas of AR, including surgical as-
sistance, engineering applications, military simulation, and

entertainment.

In the following paragraphs, we discuss related work in
augmented reality, tracking, and anatomical motion track-
ing. We summarize the calibration technique associated
with the dynamic superimposition [3] and focus the con-
tribution of the paper on the real-time, dynamic superim-
position method. Finally, we demonstrate the method as it
applies to the VRDA Tool and present visual results of the
superimposition. The dynamic superimposition is being as-
sessed in the context of orthopedic research.

2. Previous Work

In superimposing synthetic objects on real objects, su-
perimposition may occur statically (objects for superimpo-
sition are relatively still) or dynamically. Among the re-
search in static superimposition methods for AR, Mellor
introduced a static, marker-based method for tracking that
was able to recover depth information using a single video
source [15]. Grimson et al created an AR system that fea-
tured interactive updates of a patient’s brain using MRI data
[13]. Fuchs et al developed a system to aid in laparoscopic
surgery that used structured light patterns for tracking [12].

Furthermore, dynamic superimposition within AR ap-
plications has been typically limited to rigid objects. Ba-
juraand Neumann used a closed loop registration correction
method to enhance dynamic superimposition [7]. Ueno-
hara and Kanade implemented a method to dynamically
track rigid objects using the video outputs of cameras in
a video see-through HMD [24]. State et al implemented
an occlusion-resistant, hybrid tracking scheme to achieve
dynamic superimposition [22]. In the realm of wearable
computing, Starner et al created a system to aid in everyday
tasks [21], while Billinghurst and Kato developed a system
that used a dynamic, collaborative writing surface [8].



In recent years, however, there has been increased inter-
est in tracking the motion of non-rigid objects. Halvey and
Weinshall implemented a method for tracking non-rigid ob-
jects in video sequences based upon optical flow methods
[14]. Comaniciu et al also implemented a method for track-
ing non-rigid objects based upon statistical properties [11].
Within the context of tracking non-rigid, dynamic objects,
one of the most challenging tracking tasks is tracking the
motion of human anatomy. Spoor and Veldpaus published
a method for calculating rigid body motion from the spatial
coordinates of markers that has been adapted to tracking
skeletal motion [20]. In addition, techniques have been de-
vised that address the problems associated with accurately
tracking anatomical motion [2][10].

In this paper, we examine the problem of tracking
simple-deformable bodies within an augmented reality sys-
tem and present a general method for dynamically superim-
posing synthetic objects on these real objects at interactive
speeds.

3. Method Overview

The dynamic superimposition procedure assumes the use
of a marker-based tracking system capable of providing the
3D location of the markers. Each real object in the system
is then defined by a cluster of markers placed on its surface.
The procedure also assumes the use of a stereoscopic dis-
play device with markers attached to it for determining the
viewpoint of the user.

In the method presented, we call the tracker coordinate
system the global coordinate system or global frame. More-
over, for each object in the environment (real or synthetic),
we associate a local coordinate system or local frame. We
refer to the transformation matrices between coordinate sys-
tems within the environment as links. Obijects that have
an expressed transformational relationship between one an-
other are referred to as linked objects.

Simple-deformable objects are defined as objects that are
slightly changing in shape compared to an equivalent rigid
object. The change in shape can be quantified by the change
in the eigenvalues of the dispersion matrix associated with
a cluster of markers placed on the object [3] [4].

The first step in the dynamic superimposition procedure
is to measure the global location of at least three mark-
ers on each real object. Given the location of these mark-
ers in their local coordinate frame, an optimization method
based on singular value decomposition (SVD) is applied to
estimate the rotation and translation, which when applied
to the local coordinates, yield the measured global coordi-
nates. The local motion of markers on a semi-deformable
object is managed during this step. Next, because there may
be a need for collision detection and/or motion constraints
between linked objects within the environment, the trans-

formation matrix which links the real objects is used as an
input to a kinematic model of motion [6]. The last step is
the stereoscopic rendering process that combines all the re-
quired transformation matrices and defines the relationship
between the real and synthetic environment. Included in the
final step is the correction of optical distortion that may be
introduced by the display device.

4 Dynamic Superimposition Process

In this section, we detail each step of the dynamic super-
imposition algorithm. The superimposition method is ro-
bust, taking into account noise in the tracking data. The su-
perimposition requires knowledge of the display device pa-
rameters (field of view, interpupillary distance, etc.). Also,
the method requires the local coordinates for each marker
and the links between all real objects and their synthetic
counterparts, which are determined from a calibration pro-
cedure [3].

4.1. Locating Real Objects with All Markers Visible

To properly display synthetic objects from the eye view-
point, the matrix describing the transformation from the real
object local frame to the global frame is now needed.

Given n markers on the surface of the real object, if z;
is the i** real object marker coordinate expressed in the real
object local frame and y; is the i** real object marker coor-
dinate in the global frame, then the desired transformation
best fits x; into y;. The transformation can be decomposed
into a rotation matrix, R, and a translation vector, T', such
that y; = Rxz; + T,i € [1,n]. Scaling is unnecessary be-
cause the transformation is between normalized frames.

Furthermore, the data from the tracking system are in-
trinsically noisy and, in the case of a simple-deformable
object, the markers may move with respect to each other.
To take into account both the noise and the possible relative
motion of the markers, a weight is applied to each marker to
represent its fidelity. In this way, more importance is given
to the higher fidelity markers.

The relative motion of a marker within the global frame
is computed with an iterative process. The initial positions
of the markers in the local frame are determined in the cal-
ibration procedure. The first time R and T are estimated,
the initial marker locations are used as inputs to the opti-
mization process. The local marker positions are then up-
dated by using the R and 7' most recently obtained. The
updated local marker locations, are then used to determine
the relative displacement, Az, expressed as the difference
between the updated local marker locations and the original
local marker locations. The standard deviation of Az mea-
sured over at least 10 frames of standard real object motion
gives the relative motion of the markers.



The error, or sensitivity, of a marker location is deter-
mined by comparing the tracking system precision to the
current marker relative motion and taking the larger value.
Thus, the weight of the 5t* marker, w; is then given by
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where n is the total number of markers.

As a result of the noise in the tracking data and the mo-
tion of the markers, approximations of R and T' are esti-
mated using least-squares minimization. The error, e, to
minimize is given by

e(R,T) =Y willyi — Rz; = T|I" 2)
=1

which can solved using SVD [23]. Once estimated, R and T’
are arranged in a 4x4 matrix format. We chose to implement
a method based on SVD because this classical optimiza-
tion method is robust [21], gives the best possible solution
at all times, is computationally efficient [5], and converges
quickly to a solution.

4.2 Locating Real Objects with Occluded Mark-
ers

During the tracking process, some markers may not be
detected by the tracking system, while other markers are
detected. Since we are weighting the marker coordinates to
give more importance to the markers that are less perturbed
by measurement noises and by relative motion on the real
object, we now limit the computation to take into account
only markers that have been detected. In this case, we have
to compute the new weight, w! associated to the i** marker
whose current weight is w;.
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n is the total number of markers of the current real object
and Visible(j) is a function that gives 1 if the j** marker
is detected, and O otherwise. Finally, we can determine the
optimal solution for the rotation and translation using SVD,
resulting in the transformation from the real object local
frame to the global frame.

4.3 Computation of Relative Position and Orien-
tation of Real Objects

In the previous sections, we described how to determine
the transformation matrices, M, _,;, that relate the local co-
ordinate system of the i** real object to the global coor-
dinate system. We then determine the links between real

objects in the environment by concatenating the transfor-
mations appropriately.

After computing the links between the objects, the trans-
formation matrices describing the global position and ori-
entation for each real object are used as entries in lookup
tables. The lookup tables describe the motion between real
objects and provide the location and orientation of their syn-
thetic counterparts. The lookup table data are then used to
modify the synthetic object transformation matrices to pro-
vide realistic, computationally efficient visualization.

4.4 Rendering Synthetic Objects

The last part of the dynamic superposition process is the
rendering of synthetic objects for each eye view and the cor-
rection optical deformations introduced by the HMD optics
[16][17].

Head tracking (or display device tracking) is utilized to
determine the viewpoint of the user. We use the method in
Section 4.1 to find M}, _,, the transformation from the global
frame, o, to the local head frame, h. To compute M,._s,
and Mj._n, the transformations from the nt” synthetic ob-
ject to the user’s right eye and left eye viewpoints respec-
tively, we can concatenate M,.._, the transformation from
the head frame to the right eye frame and M;._j, the trans-
formation from the head frame to the left eye frame with
Mj,_n, the transformation from the nt" synthetic object to
the local head frame.

Mj,_gp, is computed by concatenating M,,,,_s,, the trans-
formation from the n'" synthetic object frame to the n‘"
real object frame, M,_,,, the transformation matrix from
the n** real object frame to the global frame, and M} .
We note that for both viewpoint transformations, there is
a common part that represents the transformation from the
nth synthetic object to the local head frame. Thus, we
compute Mj,_, only once and then apply it to M,._ and
M. . As a result, any point defined in a synthetic ob-
ject frame is transformed and expressed in each eye local
frame. In OpenGL, we set the modelview matrix to M, e
and M,,, ;. before rendering the nt* synthetic object for the
right and left viewpoints, respectively. To correct the resid-
ual optical distortion present in the display device, we apply
the rendered image on a deformed polygon mesh by texture

mapping [1].

5 An Application: Dynamic Superimposition
of aKnee Joint on a Patient’s Leg

The method described for dynamic superimposition is
well suited for implementation in complex AR systems.
The Virtual Reality Dynamic Anatomy (VRDA) Tool is
a system that allows medical practitioners to visualize



anatomical structures superimposed on their real counter-
parts. To realize this effect, the medical practitioner wears a
HMD to view a computer graphics model of the knee super-
imposed on the real leg of a model patient. In the follow-
ing section, we demonstrate how the method is integrated
within the VRDA Tool.

5.1 System Setup

The knee is one of the most complex anatomical human
joint regarding its structure and its motion. Fortunately, the
complexity of motion is not a limiting factor in the proposed
method. However, we cannot consider the leg as a rigid ob-
ject. The muscles and the skin create many perturbations in
the 3D marker locations with respect to the bones that we
must take into consideration. As a solution to these issues,
we treat the leg as two separate objects; the first object is
associated with the thigh (femur) and the second object is
associated with the shank (tibia and fibula). The 3D mod-
els we are using to represent the complete bony knee joint
anatomy are high-resolution models from Viewpoint Cor-
poration, acquired by digitizing the anatomy of a cadaver.
We employ an OPTOTRAK 3020 optical tracking system
that uses active, infrared LEDs as markers. The choice of
this system is based upon its resolution, robustness against
common perturbations, and speed. The display device is a
prototype see-through bench mounted display. We are cur-
rently using a Silicon Graphics Deskside Onyx2 with an In-
finite Reality2 graphics pipeline to run the application. We
perform both computations and stereoscopic rendering on
this computer.

5.2 Application of the Method and Results

The thigh and shank are tracked independently. To find
the best location of the markers, we considered the shape
of the leg and selected marker locations where they would
probably move least [9]. Also, the correspondence between
the real object and the synthetic object is realized by defin-
ing common landmarks between the two. We defined these
landmarks in places where there is less flesh, allowing the
landmarks to be closer to bone to reduce possible scaling
or location errors. The synthetic model is scaled based on
distance measures between corresponding landmarks on the
real leg [26]. The landmarks selected are shown in Figure
1. To determine the relative motion of the markers on the
leg, we made 1000 measurements of the global 3D location
of the markers over a 10 second interval of standard motion
for the leg. We found that the maximum standard deviation
of the motion of markers is less than 15 mm.

For the eyepoints, the location from which the projection
of the scene is rendered, we chose the center of rotation of
the eye [19]. The field of view of the HMD is 26.11° and

Figure 1. Ten selected landmarks to associate
the real knee with the virtual knee

Figure 2. A flexion (left) and extension of the
leg of a model patient

the display resolution is 640 x 480 pixels. We also applied
a coating to the LCD displays to minimize the pixelization
of our synthetic objects [18].

To apply smooth, realistic motion to the knee flex-
ion/extension, we used two lookup tables to determine
the locations of the synthetic thigh and shank [6][25].
The lookup tables have 123 entries, corresponding to a
123° range of knee motion. Each entry has six double-
precision components, corresponding to rotation and trans-
lation about the global x, y, and z axes.

The complete implementation of this method allows su-
perimposition at interactive-speed. We are currently able to
achieve frame rates of up to 26.6 Hz, including lag. Fur-
thermore, because of the choice of the SVD method and
the enhancement of noise attenuation, the superimposition
process is robust and accurate. Two views of the dynamic
superimposition are shown in Figure 2.

6 Observationsand Future Work

In this paper we have presented a robust method that al-
lows real-time, optical superimposition of synthetic objects



on dynamic rigid and simple-deformable real objects. Fur-
thermore, we have illustrated these methods with the VRDA
Tool, a medical education application for the visualization
of internal anatomy on real human anatomy. In the demon-
stration, we represent the internal motion of the bones of a
subject.

Figure 3. A superimposition with full internal
anatomy

Future work will demonstrate deformable structures
such as ligaments and muscles with respect to the bones as
well. However, such demonstration is not required in quan-
tifying the methods presented here. Furthermore, methods
of non-uniform scaling of synthetic objects will be imple-
mented in future developments. This is especially impor-
tant in working with generic models that must be registered
with specific real objects. Applications of augmented real-
ity methods presented here will be further extended to per-
form full body motion capture.
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