Optimization of freeform lightpipes for light-emitting-diode projectors
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Standard nonimaging components used to collect and integrate light in light-emitting-diode-based projector light engines such as tapered rods and compound parabolic concentrators are compared to optimized freeform shapes in terms of transmission efficiency and spatial uniformity. We show that the simultaneous optimization of the output surface and the profile shape yields transmission efficiency within the étendue limit up to 90% and spatial uniformity higher than 95%, even for compact sizes. The optimization process involves a manual study of the trends for different shapes and the use of an optimization algorithm to further improve the performance of the freeform lightpipe. © 2008 Optical Society of America
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1. Introduction

With the improvement in solid state lighting, light-emitting diodes (LEDs) are becoming increasingly attractive for displays. LEDs are already being used in monitors, and they have more recently appeared in projection displays. Projection displays have strong constraints on the spatial and angular extents of the beam in their light engine, mainly because of the small size of the microdisplay and the limited numerical aperture required for good contrast. Such systems are said to be étendue limited. In this case, the brightness of the projector depends on the luminance of the source, and not on its luminous flux [1]. Unfortunately, LED luminance is still an order of magnitude lower than the luminance of a regular arc lamp. For this reason it is currently difficult to obtain LED projectors with brightness levels comparable to lamp-based projectors. Nonetheless, the form factor and low power consumption of LEDs have created a research effort toward compact LED projectors that project images the size of a large computer screen [2–4]. If we look at the rate of increase of LED luminance during the past decade, we can predict that luminance levels of approximately 300 Mcd/m² will be reached by 2010, thus matching the effective luminance of arc lamps [5]. Currently, state-of-the-art LEDs using photonic lattices emit up to 280 lm/mm² [6]. If we assume they are true Lambertian emitters, it is equivalent to a luminance of 90 Mcd/m². This enables projectors with lumen outputs over 400 lm with 0.65 in. (16.5 mm) microdisplays. For a 70 in. (178 cm) projection screen with a gain of 1, we can therefore obtain screen luminance levels of about 100 nits, which is appropriate for viewing in dark environments [7].

The goal of the light engine is to efficiently couple the light emitted by the source to the microdisplay and projection optics. Apart from being collected, light from the source also needs to be shaped according to the format of the microdisplay and mixed so that illumination is spatially uniform. In traditional projectors these functions are performed by multiple components: collection is achieved with metallic reflectors and lenses while shaping and mixing are usually performed with mixing rods or lenslet arrays (fly’s eye). One of the advantages of freeform lightpipes is that they can be optimized to perform these three functions at once, thus reducing the number of optical components, their associated Fresnel losses,
and the alignment requirements. They can be directly coupled to the LED and collect all the emitted light. Classic nonimaging components such as compound parabolic concentrators and tapered rods have already been used for light collection [8]. Gradually tapered rods have also been investigated as a means to improve compactness [9]. However, the emphasis has been the efficiency of these devices and there has been little attention paid to spatial uniformity, which is critical for projection displays. In this paper, we studied what lightpipe shapes can provide for both efficiency and uniformity. The analytical design of such components with efficiency and uniformity requirements is extremely difficult with extended sources, hence the use of optimization techniques. We first study the performance of traditional nonimaging components as a benchmark toward optimized freeform shapes. The optimization of the lightpipe profile and output surface is then discussed.

2. Performance of Traditional Nonimaging Devices

A. Light Engine Characteristics

Our goal is to quantify the performance of freeform lightpipes that couple the LED to the projector microdisplay, as depicted in Fig. 1. A transmissive microdisplay can advantageously be directly coupled at the output of the device, thus reducing the light engine to a single freeform component. When using reflective microdisplays such as liquid crystal on silicon (LCoS) and a digital micromirror device (DMD), a relay lens can be added to image the lightpipe output onto the microdisplay.

For clarity we studied a practical example of projector light engine design. The light source is an Ostar Projection LED manufactured by Osram. Its emissive area is 2.1 mm x 2.1 mm and its emission pattern is quasi-Lambertian. The general étendue formula is given in Eq. (1) (integral formulation) and can be approximated for a flat plane with a uniform emission pattern by

$$E = \int n^2 \omega d\omega \cos \theta = n^2 A \Omega = n^2 A \pi \sin^2 \theta_{1/2}.$$  \(1\)

where \(A\) is the emissive area, \(\theta_{1/2}\) is the half-angle of the full emission cone, \(\Omega\) is the projected solid angle of the full emission cone, and \(n\) is the refractive index of the material into which light is emitted. Maximum efficiency is achieved when the source étendue is smaller or equal to the étendue limit of the subsequent optical system [7]. For a projector, étendue is often spatially limited by the area of the microdisplay and angularly limited by the numerical aperture of the projection lens. In our case we chose a 0.56 in. (14.2 mm) microdisplay with a 4:3 aspect ratio so that the system étendue matches the source étendue for an \(f/2.5\) projection lens (NA = 0.2) [1]. A 10% overfill of the microdisplay is included. Higher NAs can be used and will in general make light collection easier, but obtaining good contrast becomes more challenging [7, 10, 11].

According to Eq. (1), the étendue of the source considered is 13.85 mm\(^2\)-sr, given that the Ostar Projection LED has a flat cover and emits directly in air \((n = 1)\). This is not the case of most LEDs. The vast majority of LEDs are designed with an integrated lens that improves light extraction by preventing total internal reflection at the LED top surface. Such a lens has two major drawbacks: it prevents placing an optical component close to the die (for direct coupling), and it creates a magnified virtual image of the die. In the case of a hemispherical dome centered on the die, the magnification factor is \(n^2\). As the material index of the lens ranges between 1.4 and 1.6, this factor roughly doubles the étendue of the source. Additionally, internal mirrors can also increase the effective size of the die [12]. In the end, the increase in étendue counterbalances the increase in extracted flux with the lens, so luminance (flux per unit of étendue) remains the same. LEDs with flat covers prevent the magnification of the die at the expense of internally reflected light. But the internally reflected light can be partially recycled, thus increasing the extracted flux without increasing étendue, which means increased luminance [13]. Most lighting applications require high flux but have no étendue constraint; therefore in many cases a high flux approach is privileged. In an étendue-limited system, the higher the source luminance, the higher the collected flux. As LED projectors are étendue limited, luminance is the most critical parameter, and therefore LEDs with flat covers are usually more appropriate.

B. Defining Metrics

To compare the performance of different devices and drive the optimization process, we need to define merit functions or metrics relevant to the desired goals. For a projector light engine, the most common requirements are to maximize the amount of light transmitted by the component and to obtain uniform illumination over the microdisplay. These two requirements are quantified as follows.
Transmission efficiency is the percentage of light from the source transmitted by the lightpipe within the microdisplay and the NA set by the projection optics. Rays exiting the lightpipe with higher angles are considered to be wasted. As explained in Subsection 2.A, the NA of the projection optics and the size of the microdisplay are set to match the étendue of the source. Therefore, 100% efficiency means all the light is transmitted within the étendue limit. In this ideal case, the device is said to preserve étendue.

Spatial uniformity is defined as the relative standard deviation (RSD) of illuminance at the plane of interest (in our case the microdisplay). For a discrete set of \( N \) illuminance values \( E_i \) it is given by

\[
\text{RSD} = \frac{\sigma}{\bar{E}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{E_i}{\bar{E}} - 1 \right)^2}.
\]

In a simulation software sets of rays are traced from the source to the receiver. A “spot diagram” is then obtained at the receiver plane. To be exploited, this spot diagram is converted into an illuminance map (Fig. 2). For this purpose, the receiver is divided into a grid of cells called the mesh. The higher the number of rays in a given bin, the higher the luminance of that bin. Because ray generation is a statistical process, it creates statistical noise on the receiver. If there are few cells in the mesh, the cells are large; a grid with large cells has inherently less statistical error because the cells contain many rays, but its resolution is lower. Conversely, if there are many cells in the mesh, the cells are small; a grid with small cells is statistically less accurate because the cells contain few rays, but its spatial resolution is higher. Consequently, there is a trade-off between resolution and accuracy. To get better accuracy with more cells, more rays must be traced. Therefore, non-uniformities will at best reach the statistical noise floor in all simulations. Without increasing the number of rays (and the computation time), further optimization cannot improve uniformity.

Another parameter to keep in mind while assessing uniformity is the performance of the human visual system. It is difficult to set a general perception threshold for nonuniformities as the sensitivity of the eye to contrast depends on the spatial frequency and the average illuminance. Typically, non-uniformities produced by lightpipes have low spatial frequencies. Let \( v_{\text{max}} \) be the upper bound of spatial frequencies associated with nonuniformities on the microdisplay in cycles/millimeter. To evaluate the contrast sensitivity of the eye, we need to find the corresponding angular frequency in the projected image as viewed by an observer. For a viewer who looks at the magnified image of the microdisplay projected onto a screen, the upper bound of angular frequencies (in cycles/degree) associated with nonuniformities is given by

\[
f_{\text{max}} = \frac{v_{\text{max}} w\mu D}{\text{FOV}},
\]

where \( v_{\text{max}} \) is the upper bound of spatial frequencies associated with nonuniformities on the microdisplay (in cycles/millimeter), \( w\mu D \) is the width of the microdisplay and FOV is the field of view subtended by the image from the user’s viewpoint. The value of reported contrast sensitivity functions \([14]\) at \( f_{\text{max}} \) can then be linked to the RSD of illuminance as shown in the Appendix, thus providing a perception threshold for nonuniformities. The number of rays in the simulations is chosen to ensure that the statistical noise is below this perception threshold. This assumes smooth variations, so sharp changes such as edge effects may still be noticeable even below that threshold and need to be assessed separately. In particular, edge effects are important for multiprojector systems where images are stitched together.

![Fig. 2. Rays that hit the receivers in the simulation software are converted to an illuminance map. Because of the statistical nature of the ray generation process, the illuminance map has statistical noise that depends on the number of rays traced on the size of the cells in the mesh.](image-url)
C. Performance of Tapered Rods and Compound Parabolic Concentrators

As a benchmark toward freeform lightpipes, we started by comparing the performance of two commonly used nonimaging components: tapered rods and compound parabolic concentrators (CPCs). These components were originally used for solar concentration. In our case, we use these components “backwards,” so that they collimate the light instead of concentrating it. CPCs were designed to achieve performance close to maximum concentration [15,16] (or “maximum collimation” in our case). As we shall see, they do not necessarily achieve good spatial uniformity. Figure 3 shows the transmission efficiency and the spatial uniformity for four different devices: hollow tapered rods, solid tapered rods, hollow CPCs, and solid CPCs, for lengths ranging from 30 to 120 mm. The computer models of these devices are depicted in Fig. 4. All simulations were performed with the illumination software LightTools. The general configuration of the system is depicted in Fig. 5. The LED was modeled by a set of $10^6$ rays issued from measurement by an imaging goniometer. The wall reflectivity used for the hollow components was 95%. Solid components were modeled with poly (methyl methacrylate) (PMMA). Material absorption has been taken into account. Scattering losses and Fresnel transmission losses on the input and output faces of the lightpipe were not included as they highly depend on the choice of coating and surface finish.

In our case, the NA of the projection optics is 0.2 and the microdisplay size is 0.56 in. (14.2 mm), which corresponds to the theoretical minimum requirements to transmit all the light from the source. We used a $28 \times 21$ mesh (which corresponds to a square bin size of 426 μm), and we traced $10^8$ rays. Given symmetry considerations, the corresponding statistical noise creates an uncertainty of approximately ±1.5% for the relative standard deviation of illumination. In all cases we studied, nonuniformities produced by the lightpipes had spatial frequencies below 0.3 cycles/mm on the microdisplay. If we assume that the field of view of the projected image is 20°, then according to Eq. (3) the corresponding maximum angular frequency for the viewer is approximately 0.2 cycles/deg. At this frequency, and for an average illuminance of 40 cd/m², the reported contrast thresholds range from 0.03 to 0.1 [14]. As a “rule of thumb”, we therefore use 5% as the perception threshold for nonuniformities. This value is intended for monochrome images. In practice, color shifts can be noticeable for nonuniformities across color channels below 5%. In this case, tighter tolerances can be set or color correction can be achieved by the microdisplay, often at the expense of efficiency.

Let us first have a look at the transmission efficiency within $\text{NA} = 0.2$ and the microdisplay size is 0.56 in. (14.2 mm), which corresponds to the theoretical minimum requirements to transmit all the light from the source. We used a $28 \times 21$ mesh (which corresponds to a square bin size of 426 μm), and we traced $10^8$ rays. Given symmetry considerations, the corresponding statistical noise creates an uncertainty of approximately ±1.5% for the relative standard deviation of illumination. In all cases we studied, nonuniformities produced by the lightpipes had spatial frequencies below 0.3 cycles/mm on the microdisplay. If we assume that the field of view of the projected image is 20°, then according to Eq. (3) the corresponding maximum angular frequency for the viewer is approximately 0.2 cycles/deg. At this frequency, and for an average illuminance of 40 cd/m², the reported contrast thresholds range from 0.03 to 0.1 [14]. As a “rule of thumb”, we therefore use 5% as the perception threshold for nonuniformities. This value is intended for monochrome images. In practice, color shifts can be noticeable for nonuniformities across color channels below 5%. In this case, tighter tolerances can be set or color correction can be achieved by the microdisplay, often at the expense of efficiency.

Let us first have a look at the transmission efficiency within $\text{NA} = 0.2$ in Fig. 3(a). Two different trends appear: hollow components have their peak efficiency at approximately 50 mm; their efficiency then decreases. As length increases, so does the number of reflections of the rays in the devices, therefore increasing the loss from metallic reflection. On the
other hand, the efficiency of solid components asymptotically increases with length, because total internal reflection yields up to 99.9% reflectivity [17]. Eventually material absorption creates a slow decrease in efficiency for devices longer than 160 mm. CPC-like devices achieve higher efficiency than tapered rods, which comes from the fact that they were originally designed for maximum concentration.

When looking at the spatial nonuniformities plot in Fig. 3(b), the most noticeable trend is that nonuniformities tend to decrease as length increases. Long CPCs even reach the statistical noise floor. This is a classic feature of square and rectangular lightpipes. However, it is important to keep in mind that the rule “longer lightpipe = better uniformity” is only true for specific pipe shapes and specific source emission patterns. A circular pipe will not achieve good uniformity whatever its length is, and a source with a nonrotationally symmetric emission pattern is less likely to yield good uniformity at the pipe output [16]. At a given length, hollow components tend to achieve better uniformity than solid components. In a solid device, refraction at the input face increases the angle of incidence of the rays on the lightpipe walls. Consequently, rays undergo fewer reflections in a solid device than a hollow device of the same length. Light is less “mixed” and therefore uniformity is lower.

Figure 3(b) features another interesting trend: nonuniformities tend to exhibit local minima for specific lengths. For instance, the solid CPC-like devices have local minima at 60, 75, and 100 mm. Figure 6 shows the evolution of the illumination pattern at the device output as length increases. One can take advantage of these local minima to obtain good uniformity at short length, in case compactness is a major constraint. The major drawback is the high sensitivity of these minima with length and source characteristics. Tolerancing such components will therefore be an issue. As we shall see, optimized freeform lightpipes can achieve better uniformity at shorter lengths and with less sensitivity.

CPCs typically achieve better collimation than tapered rods. Figure 7 shows the intensity distribution at nine different locations on the lightpipe output. Each “blob” represents the angular extent of the beam at a given point on the output surface. The full angular extent is ~26° in all cases. CPCs have intensity distributions that are all centered on-axis, whereas tapered rods tend to have rays with higher angles on the edge (the intensity distribution is off-centered). These edge rays do not fit within NA = 0.2, thus creating an illuminance falloff on the edges of the microdisplay. This is why tapered rods achieve poorer uniformity than CPC-like devices. By adding power to the output surface of tapered rods we can minimize this effect and greatly improve both efficiency and uniformity. This is the first step of our optimization process.

### 3. Optimization of Freeform Lightpipes

Any optimization process requires at least three elements: a model parameterization, a merit function, and an optimization algorithm. In our case, we used the optimization algorithm provided with LightTools, based on the damped least-squares method. Model parameterization and merit function are...
detailed in each section. In general, the optimization process went through two steps. First, a manual investigation was carried out in order to find a starting point and a relevant model parameterization. Then, local optimization was used to further improve the lightpipe performance.

A. Optimization of the Output Shape

By adding power to the output surface of a solid tapered rod, both efficiency and spatial uniformity can be improved. We studied two cases: a spherical lens and a Fresnel lens with four grooves per millimeter and a 5° draft angle (Fig. 8). It appeared that using more complex surfaces (aspheric or XY polynomial) brought little improvement. The simulation results for lengths ranging from 20 to 120 mm are shown in Fig. 9. For each length the radius of curvature was optimized in order to obtain the highest efficiency. The optimum output radius is the same for the spherical lens and the Fresnel lens. It can be seen in Fig. 10 that the optimum radius follows a linear relationship with the lightpipe length. For both the spherical and the Fresnel lenses, efficiency reaches a plateau at 90% for lengths over 60 mm. Spatial nonuniformities are more than halved, and the statistical noise floor is reached at a local minimum at 50 mm with the Fresnel lens. A “stable” uniformity is reached for both devices over 75 mm. For a 30 mm tapered rod, a ±0.5 mm variation of the output radius produces a 0.4% efficiency drop, and an approximately 0.5% change in nonuniformity. The sensitivity of the device on the output radius is therefore low and becomes even lower for longer lightpipes.

The spatial nonuniformity values for Fresnel lenses can be misleading: in fact, if we increase significantly the size of the receiver mesh and the number of rays used in the simulation, the pattern of the Fresnel grooves becomes clearly visible as shown in Fig. 11. Total internal reflection on the vertical face of the Fresnel lens grooves is responsible for this effect. One possible solution is to “smear” the ring pattern by defocusing the receiver. The result with a 1 mm defocus is also shown in Fig. 11. Defocusing, however, produces a slight edge falloff similar to what is observed with a spherical lens for small radii. Therefore, unless flatness of the lightpipe output is a requirement, Fresnel lenses are likely to be more difficult to implement. The edge falloff observed with spherical lenses stems from the departure of the output surface from flatness. For long lightpipes, optimum radii are larger and thus edge falloff is minimized. In cases where the lightpipe is used with a reflective microdisplay, the edge falloff can be compensated by adjusting the field curvature or the focus plane of the relay lens. As we can see in Fig. 11, good overall uniformity can be obtained for long lengths. However, uniformity is still an issue when compact-

Fig. 7. Intensity distributions at nine different positions on the output face of (a) a 60 mm solid tapered rod and (b) a 60 mm solid CPC-type lightpipe. CPCs exhibit a fairly uniform intensity distribution across the device output, which is not the case for tapered rods. For this reason, the performance of tapered rods can be greatly improved by adding an output lens.

Fig. 8. (Color online) Tapered rods with (a) a spherical and (b) a Fresnel lens.
ness is required. For a 30 mm tapered rod, a dip in illuminance is observed in the center. Optimization of the profile shape can help to improve uniformity for short lengths.

B. Optimization of the Profile Shape

Model parameterization is critical when dealing with freeform surfaces. Optimizing a nonuniform rational B-spline (NURBS) surface with dozens of nodes greatly increases the parameter space, the computation time, and the likelihood of getting stuck in a local minimum. One possible approach is to increase incrementally the complexity of the surface description. As a first step, we thus define the lightpipe profile as a rational Bezier curve with only three control points. Two of these points are fixed by the location and size of the input and output apertures. The third point position is left as a variable for optimization. Bezier curves are good candidates for surface parameterization because they require few parameters and can describe theoretical shapes such as CPCs and other classic conic concentrators. Also, control points can easily be added to the profile without perturbing an existing shape (degree elevation) [18]. To get a better understanding of the trends involved with different shapes, we placed the control point at a medium position on a tapered rod and simply moved it up and down. When the control point is moved upward, the lightpipe shape becomes parabolic (CPC-like); when the control point is moved downward it becomes hyperbolic (like the shape of a compound hyperbolic concentrator). As it can be seen in Fig. 12, a slight hyperbolic shape can provide good uniformity. The shape of the resulting component may look familiar. In fact, it is similar to the so-called dielectric totally internally reflecting concentrator (DTIRC) [19]. Traditionally, the main advantage of DTIRCs compared to CPCs is their compactness. It appears that this type of shape can also provide superior spatial uniformity.

The horizontal position of the control point also has a significant impact. We plotted in Fig. 13 the transmission efficiency and spatial nonuniformities when moving the horizontal and vertical positions of the control point. The gray-scale maps in Fig. 13 therefore represent the landscape of each merit function (transmission efficiency and spatial uniformity) in the parameter space of the control point location. Dark regions correspond to low transmission efficiency and low nonuniformities; whereas light regions correspond to high transmission efficiency and high nonuniformities. It appears that there is a local maximum in efficiency when the control point is placed close to the source. Two local minima exist for spatial nonuniformities when the control point is placed close to the source, either for a slight parabolic or a slight hyperbolic shape. In this case the best compromise to improve both efficiency and uniformity is therefore the hyperbolic shape. It may not be surprising that the optimum position of the control point happens to be close to the source. The walls of the lightpipe close to the source subtend a larger solid angle than the walls close to the output. In other words, a small change in the slope of the “input zone” of the lightpipe tends to have a greater effect than in the “output zone.”

A final optimization of a 30 mm lightpipe (including both the weight and the position of the control point) yields 86.7% transmission efficiency within NA = 0.2 and 2.5% nonuniformities. In general,
trying to improve further the device performance results in a trade-off between efficiency and uniformity. Depending on the constraints or specifications, the merit function items can be weighted to selectively improve one or the other.

C. Optimization of the Input Shape
The input face of the lightpipe ensures the collection of the light emitted by the LED. The input size of the lightpipe can be set in order to match the size of the LED die, i.e., $2.1\, \text{mm} \times 2.1\, \text{mm}$. However, this proves not to be the most efficient solution. It can be seen in Fig. 14 that light on the top LED surface “spills” beyond the actual size of the die, creating a gradual edge falloff (because of internal reflections and scattering). A large lightpipe input size would collect most of the emitted light, at the expense of a lower average luminance. In contrast, a small input size increases the average luminance but collects less flux. Additionally, the input size affects the taper angle of the lightpipe, which in turn impacts the performance of the device. Figure 15 shows the transmission efficiency within $\text{NA} = 0.2$ for a 30 mm lightpipe with a lens for various input widths and heights. The optimum size of the lightpipe input is in this case $2.24\, \text{mm} \times 2.04\, \text{mm}$, the larger side being oriented in the same direction as the larger side of the output face.

4. Conclusion and Open Problems
We showed that a single freeform lightpipe can efficiently couple a high-brightness LED to a microdisplay. While simple, this approach still gives flexibility to adapt the device to the various require-

Fig. 11. Illuminance pattern at the lightpipe output with a spherical lens, a Fresnel lens, and a Fresnel lens with 1 mm defocus. The images have been generated with a larger receiver mesh ($200 \times 150$) and $10^7$ rays to resolve the pattern caused by the Fresnel lens grooves. Defocus partially gets rid of the ring pattern but produces a slight illuminance falloff on the edges. In a configuration using a reflective microdisplay, the edge falloff observed with a spherical lens can be compensated by the relay lens.

Fig. 12. (Color online) Variation of the illuminance map as the central control point is moved up and down for a 30 mm lightpipe. A slight hyperbolic shape can provide good uniformity.
ments of the design problem. Adding a lens at the output surface greatly improves transmission efficiency compared to classical nonimaging concentrators, thus enabling compact and highly efficient components. A hyperbolic profile was found to overcome the spatial nonuniformities resulting from the aspect ratio mismatch between the source and the microdisplay.

Optimization for nonsequential systems remains a challenge as the choice of the best model parameterization and optimization algorithm highly depends on the design constraints and how they are translated into metrics. Spatial uniformity is a good example of this type of problem. In this study we used the relative standard deviation as a metrics for uniformity. Figure 6 shows an example of two different illuminance maps that have a similar relative standard deviation. However, it gives us no information on the nonuniformity pattern, for instance whether variations are smooth or not. The illuminance map itself could be used as a merit function (all cells in the bin are assigned a target illuminance); however it becomes much more difficult to evaluate the performance of an illumination map compared to another. Therefore, more sophisticated application-specific metrics related to human visual perception need to be defined to drive the optimization process.

Tolerancing has been briefly mentioned in this study. This critical aspect of the design should be integrated in the optimization process as a way to only select robust solutions. One possible solution is to perform parameter sensitivity analyses. The merit function landscape gives an idea of the sensitivity of the device. However, it is still difficult to tolerance freeform surfaces and the model parameterization used for optimization may not be meaningful for mechanical tolerances. A classical example of the phenomenon is the tolerances of aspheric

![Fig. 13. Transmission efficiency (%) and spatial nonuniformities (%) for a 30 mm tapered rod with various profile shapes. The x axis corresponds to the horizontal position of the middle control point of the Bezier curve, as depicted in Fig. 12. The y axis is the vertical displacement of the control point relative to the tapered rod position. y = 0 corresponds to a tapered rod shape; y > 0 corresponds to a parabolic shape; y < 0 corresponds to a hyperbolic shape.](image1)

![Fig. 14. Illuminance map at the top surface of the Osram Ostar LED. The four-die structure of the emissive area is clearly visible. Light falloff on the edges is gradual, and occurs beyond the actual physical size of the die indicated by the white dashed line (2.1 mm × 2.1 mm).](image2)

![Fig. 15. Transmission efficiency (%) within NA = 0.2 for a 30 mm tapered rod with a lens for varying lightpipe input height and width. Maximum transmission efficiency is obtained in this case for a 2.24 mm × 2.04 mm input size.](image3)
surfaces. A small change in a single aspheric coefficient can result in a tremendous decrease in performance [20]. However, this worst-case scenario does not happen in practice: deviations from the prescribed shape owing to manufacturing processes typically affect all aspheric coefficients at the same time, thus averaging the effects of the variations of each individual coefficient. In this case, slope tolerances prove to be more relevant. Applying tolerances to aspheric coefficients is therefore not meaningful, thus the importance of choosing a relevant model parameterization for freeform surfaces. In this area, little work has been done so far.

Appendix

In this paper, we use the relative standard deviation of the illuminance distribution as a metric for spatial nonuniformity. The ability for the eye to perceive nonuniformities depends on their spatial frequency. Contrast sensitivity functions (CSFs) reported in the literature measure the minimum contrast required for a periodic pattern at a given spatial frequency to be perceived. The contrast $C$ is usually defined using the “Michelson definition”

$$C(\nu) = \frac{E_{\text{max}} - E_{\text{min}}}{E_{\text{max}} + E_{\text{min}}},$$  \hspace{1cm} (A1)

where $\nu$ is the spatial frequency of the pattern, and $E_{\text{max}}$ and $E_{\text{min}}$ are the maximum and minimum illuminance of the pattern. This contrast definition for a periodic pattern can be linked to the RSD of the illuminance distribution. If the periodic pattern used to measure the CSF is a sinusoidal function, the illuminance at a given point $x$ is given by

$$E(x) = \frac{1}{2}[E_{\text{max}}(1 + \sin x) + E_{\text{min}}(1 - \sin x)].$$  \hspace{1cm} (A2)

The mean $\bar{E}$ and the variance $\sigma^2$ of the illuminance distribution can then easily be calculated:

$$\bar{E} = \frac{1}{2\pi} \int_0^{2\pi} E(x) \, dx = \frac{E_{\text{max}} + E_{\text{min}}}{2},$$  \hspace{1cm} (A3)

$$\sigma = \sqrt{\frac{1}{2\pi} \int_0^{2\pi} (E(x) - \bar{E})^2 \, dx} = \frac{E_{\text{max}} - E_{\text{min}}}{2\sqrt{2}}.$$  \hspace{1cm} (A4)

Therefore, we obtain

$$\text{RSD}(\nu) = \frac{\sigma}{\bar{E}} = \frac{C(\nu)}{\sqrt{2}}.$$  \hspace{1cm} (A5)
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